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Agenda

● Recap

● Lecturing: Search Engine System

● Break-out: Measure the Success of the Recommendation System

● Lecturing: Advanced Topics (Part I)

● Lab: Recommendation system notebook II

● Lecturing: Advanced Topics (Part II)

10% Discussion60% Lecturing 25% Lab



Recap of Day 1



Homepages @ 2023

Everyone gives user recommendations on the first impression!



Earlier Recommendation Systems

● Recommendation system: RS automatically selects personalized information 

based on users’ preferences. 

● Grundy: 
○ Ask user questions and assign stereotype. 

○ Content-based filtering.

● Tapestry: 
○ Find similar users and recommend their choices. 

○ Collaborative filtering.



Quick Recap: Collaborative Filtering



Evaluate Recommendation Systems: Online Evaluation



Search Engine System



Search Engine: First Glance

Search Query



Search Engine: First Glance

Search Engine Results
           (Websites)



Search Engine: First Glance

Search Engine Results
(Tweets)



Search Engine: First Glance

Search Engine Results
            (Tweets)



Search Engine v.s. Movie Recommendation 

● It has a search bar! 

● The items are mal-defined at the first glance.

● User does not simply rate the search results!



Search Engine as a Recommendation System

“Recommender systems (RSs) are software tools and techniques that provide 
suggestions for items that are most likely of interest to a particular user. ” 

--- Introduction to Recommender Systems Handbook



Search Engine as a Recommendation System

“Recommender systems (RSs) are software tools and techniques that provide 
suggestions for items that are most likely of interest to a particular user. ” 

--- Introduction to Recommender Systems Handbook

Search Engine is a Recommendation System!



Search Engine: Learning Goals

● It has a search bar! 
○ -> How to incorporate the user intention?

● The items are mal-defined at the first glance.
○ -> How to crawl the internet and store the items? 

● User does not simply rate the search results!
○ -> How to assign user-item rating with user data? 



Search Engine: Web Crawler 

Where to get the search results (items)?

The internet! 



Search Engine: Web Crawler - Recursion

Where to get the search results (items)?

The internet! 



Search Engine: Web Crawler - Recursion

parsed_urls = [“https://icme.stanford.edu”] 
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Search Engine: Web Crawler - Recursion

parsed_urls = [“https://icme.stanford.edu”,
“https://www.stanford.edu/”
] 

Oh no, it is “https://www.stanford.edu/” 
again -- we had a bug in the code!



Search Engine: Web Crawler - Recursion

parsed_urls = [“https://icme.stanford.edu”,
“https://www.stanford.edu/”
] 



Search Engine: Web Crawler - Recursion

parsed_urls = [“https://icme.stanford.edu”,
“https://www.stanford.edu/”
“https://www.stanford.edu/student-gateway/”
] 



Search Engine: Full-text Search

● It has a search bar! 
○ -> How to incorporate the user intention?

● The items are mal-defined at the first glance.
○ -> How to crawl the internet and store the items? 

● User does not simply rate the search results!
○ -> How to assign user-item rating with user data? 



Search Engine: String Search

Rabin-Karp algorithm, which looks for matching substrings, is fast 
and easy to implement. 
Knuth-Morris-Pratt algorithm looks for all instances of a matching 
character, increasing the speed for multiple matches in a string. 

Average: O(n+m); Worst case: O(mn)
Diagram: https://www.mongodb.com/basics/full-text-search

https://en.wikipedia.org/wiki/Rabin%E2%80%93Karp_algorithm
https://en.wikipedia.org/wiki/Knuth%E2%80%93Morris%E2%80%93Pratt_algorithm


Search Engine: Fuzzy Search

● insertion: cot → coat
● deletion: coat → cot
● substitution: coat → cost



Search Engine: Full-text Search - Inverted Index

Diagram: https://www.mongodb.com/basics/full-text-search



Search Engine: Full-text Search - Inverted Index

Diagram: https://www.mongodb.com/basics/full-text-search



Search Engine: User-item Rating

● It has a search bar! 
○ -> How to incorporate the user intention?

● The items are mal-defined at the first glance.
○ -> How to crawl the internet and store the items? 

● User does not simply rate the search results!
○ -> How to assign user-item rating with user data? 



Search Engine: PageRank

● So far, web pages are treated as individual documents.

● But there are hyperlinks between them! 



Search Engine: PageRank



Search Engine: User-item Rating from User Behavior

● We have millions of user clicking on some Search Engine Results every day.

● Can we assign click or not as ratings? 
○ Yes and no



Search Engine: User-item Rating - Clicks 



Search Engine: User-item Rating - Clicks 



Search Engine: Evaluation - Clicks 



Search Engine: Recap of Online Evaluation



Search Engine: How to measure user satisfaction and success?

● Q: For Search Engine, how to measure the user satisfaction and success?

○ Any potential bias?

● Q: How about the recommendation system you chose yesterday?



Search Engine: Time-to-long-click (TTLC)

● Long-click: When a user performs a search, clicks through on a result and 

remains on that site for a long time.

○ Anti-pattern: Pogo-sticking

● Domain specific

● Knowledge panels and direct answers 



Tiktok: Multi-target

Diagram: 
https://www.linkedin.com/pulse/ai-behind-tiktoks-addictive-algo
rithm-simple-alexander-stahl/



Advanced Topics of Recommendation System 



Advanced Topics of Recommendation System

● Deep learning

● Scale up and speed up

● LLM + Recommendation system

● Social impact



Recommendation System w/ Deep Learning: Recap



Recommendation System w/ Deep Learning: Recap

● Rating/score can be modeled as a product of user vector and item vector.



Recommendation System w/ Deep Learning: Recap

● There are well-defined features (of both users and items) that can be used for 

the prediction.

Example from:
https://developers.google.com/machine-learni
ng/recommendation/content-based/basics



RS w/ Deep Learning: Factorization Machines (2010)

● Factorization Machines (FM): Let’s combine the best of the both worlds!



Reformulate Collaborative Filtering



Reformulate Collaborative Filtering



Reformulate Collaborative Filtering



Reformulate Content Filtering

E.g. News Popularity



Back to Factorization Machines (FM)



Back to Factorization Machines (FM)

● w_0: Global bias

● w_i: Weights of features

● v_i: Feature factor i => Supervised learning paradigm!!



Back to Factorization Machines (FM)

● w_0: Global bias

● w_i: Weights of features

● v_i: Feature factor i => Supervised learning paradigm!!

Rating Matrix Collaborative Filtering FM Welcome to the 
Deep-world



Factorization Machines (FM): Pros & Cons

● Capture user-item feature interaction

● Efficient for sparse data

● Non-linear patterns



DeepFM (2017)

Guo, Huifeng, et al. "DeepFM: a factorization-machine based 
neural network for CTR prediction." arXiv preprint 
arXiv:1703.04247 (2017).



DeepFM (2017)

Factors = 
Embeddings

Guo, Huifeng, et al. "DeepFM: a factorization-machine based 
neural network for CTR prediction." arXiv preprint 
arXiv:1703.04247 (2017).



DeepFM (2017)

Factorization 
Machines

Guo, Huifeng, et al. "DeepFM: a factorization-machine based 
neural network for CTR prediction." arXiv preprint 
arXiv:1703.04247 (2017).



DeepFM (2017)

Deep MLP

Guo, Huifeng, et al. "DeepFM: a factorization-machine based 
neural network for CTR prediction." arXiv preprint 
arXiv:1703.04247 (2017).



Wide & Deep (2016)

Cheng, Heng-Tze, et al. "Wide & deep learning for 
recommender systems." Proceedings of the 1st workshop on 
deep learning for recommender systems. 2016.



Deep Knowledge-Aware Network (2018)

Wang, Hongwei, et al. "DKN: Deep knowledge-aware network for news recommendation." Proceedings of the 2018 world wide web conference. 2018.



Feature Engineering for Deep Recommendation

● Sparse Features:  Tag, device, etc.

● Dense Features: Age, income, # of videos watched, etc.

● Sparse Features are the first-class citizens.



Feature Engineering for Deep Recommendation

● Sparse Features are the first-class citizens.
○ Dense feature requires more parameterization.

■ Age -> like this YouTube Video

● Assumption: Age = 9 -> Age = 10 has a same effect of Age = 43 -> Age = 44



Feature Engineering for Deep Recommendation

● Sparse Features are the first-class citizens.
○ Dense feature requires more parameterization.

○ Sparse features are easy to generate cross-features.

■ Hashing tricks: Only keep K more frequent tuples of the combinations.  

#lk99 #superconductor #lk99 #drinking-solution



Feature Engineering for Deep Recommendation

● Sparse Features are the first-class citizens.
○ Dense feature requires more parameterization.

○ Sparse features are easy to generate cross-features.

○ * Easy for online training/serving 



Lab Time!



Advanced Topics (Part II)



Advanced Topics of Recommendation System

● Deep learning

● Scale up and speed up

● LLM + recommendation system

● Social impact



Scale up & Speed up: Speed Matters

All other things being equal ... our experiments demonstrate that slowing 
down the search results page by 100 to 400 milliseconds has a measurable 
impact on the number of searches per user of -0.2% to -0.6%. That’s 0.2% to 
0.6% fewer searches for changes under half a second! 

-- Google Research Blog



Speed-up: Recommendation Funnel

Covington, Paul, Jay Adams, and Emre Sargin. "Deep neural networks for youtube recommendations." Proceedings of the 10th ACM conference on recommender systems. 2016.

● Retrieval / Candidate-gen

● Ranking / Sort

● Re-rank



Speed-up: Recommendation Funnel

Covington, Paul, Jay Adams, and Emre Sargin. "Deep neural networks for youtube recommendations." Proceedings of the 10th ACM conference on recommender systems. 2016.

● Retrieval / Candidate-gen

● Ranking / Sort

● Re-rank



Speed-up: Two-tower Retrieval



Speed-up: Two-tower Retrieval

Offline



Scale-up: Parameter Server (PS)



Scale-up: Parameter Server (PS)

Li, Mu, et al. "Communication efficient distributed machine learning with the parameter server." Advances in 
Neural Information Processing Systems 27 (2014).

K, V 
storage



Scale-up: Parameter Server (PS)

Li, Mu, et al. "Communication efficient distributed machine learning with the parameter server." Advances in 
Neural Information Processing Systems 27 (2014).



Augmenting recommendation systems 
with LLMs (Large Language Model)



Large Language Models 

Diagram: 
https://www.labellerr.com/blog/overview-of-development-of-large-larnguage-models/



Conversional Recommendation

● Fluid experience

● Limited candidates / High inference cost



Conversional Recommendation: Prompt Engineering 

Example from: https://blog.tensorflow.org/2023/06/augmenting-recommendation-systems-with.html



Conversional Recommendation: Prompt Engineering (ranking) 

Example from: https://blog.tensorflow.org/2023/06/augmenting-recommendation-systems-with.html



Text embedding-based recommendations

● Fluid experience

● Limited 



Social Impact



Ethical and Social Issues

● Fairness
○ Unfair/inaccurate recommendation

● Echo chamber

● Privacy



Ethical and Social Issues

● Manipulation
○ Trading and nudging [1]

● Promote Addiction [2]

● Privacy [1] Burr, C., Cristianini, N., & Ladyman, J. (2018). An Analysis 
of the Interaction Between Intelligent Software Agents and 
Human Users. Minds & Machines, 28(4), 735–774. Retrieved 
from 
https://link.springer.com/article/10.1007/s11023-018-9479-0
[2] Seaver, N. (2018). Captivating algorithms: Recommender 
systems as traps. Journal of Material Culture. Retrieved from 
https://static1.squarespace.com/static/55eb004ee4b0518639d
59d9b/t/5b707506352f5356c8d6e7d2/1534096646595/seaver-
captivating-algorithms.pdf

https://link.springer.com/article/10.1007/s11023-018-9479-0
https://static1.squarespace.com/static/55eb004ee4b0518639d59d9b/t/5b707506352f5356c8d6e7d2/1534096646595/seaver-captivating-algorithms.pdf
https://static1.squarespace.com/static/55eb004ee4b0518639d59d9b/t/5b707506352f5356c8d6e7d2/1534096646595/seaver-captivating-algorithms.pdf
https://static1.squarespace.com/static/55eb004ee4b0518639d59d9b/t/5b707506352f5356c8d6e7d2/1534096646595/seaver-captivating-algorithms.pdf
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